Five Questions on Philosophy of Science

David Papineau

1. How were you initially drawn to philosophical issues regarding science?

My first degree in the mid-1960s was a BSc at the University of Natal (now KwaZulu-Natal).  I did a range of courses, including some in physics and economics, but my main focus was on mathematics and mathematical statistics.  I can remember feeling philosophical niggles about some of the topics I was introduced to, especially the conventional account of statistical inference, but that wasn’t why I decided to switch to philosophy.  It was just that I acquired a range of broader interests.  I wanted to know how things worked generally, especially how people and society worked.  It was a close call between philosophy and psychology, but I’d started reading Bertrand Russell and A.J. Ayer, and they made me excited about philosophy.

However, when I went to Cambridge to read philosophy for a second undergraduate degree, I naturally gravitated back towards topics in philosophy of science and mathematics.  At that time Cambridge required philosophy undergraduates to specialize in their final year.  Either you did all logical and technical topics, or you did all ethical and historical topics, but you couldn’t mix them up.  It was an odd system, and the authorities must have thought so too, for they changed it soon afterwards.  But for better or worse my final year was devoted exclusively to philosophy of science, philosophy of mathematics, mathematical logic, and philosophical logic.  So when it came to choosing a PhD topic, it was natural enough for me to stay in this general area and revert to my earlier interest in statistical inference.

Of course this was very much a Cambridge topic, with R.A. Fisher and Richard Braithwaite the founding fathers and Ian Hacking and Hugh Mellor their younger disciples.  I signed up to work with Hacking, who had recently published his first book The Logic of Statistical Inference (CUP 1965).  But in the end I did my thesis on something quite different, though still with Hacking.  This was the era of Kuhn and Feyerabend, of incommensurability and ‘anything goes’, and I was intrigued and excited.  In the 1960s we were going to make everything new, and Kuhn and Feyerabend showed how this was possible within science.  Science could help us to discard the old ways of seeing and open up new possibilities.

It was the radicalism of Kuhn and Feyerabend that attracted me, not the relativism many took them to be advocating.  I certainly didn't buy the line that all theories are equally good.  Indeed my doctoral thesis was devoted to showing how evidence-based theory-choice could survive even radical meaning incommensurability.

What I didn't realize, however, was that the resulting position (published as Theory and Meaning, OUP 1980), was only marginally different from relativism.  At that time Popper still dominated philosophy of science, at least in Britain, and we took it for granted that all scientific theories were fated to be falsified.  Of course this simply amounts to a sceptical denial that science gets at the truth.  But we weren't supposed to think this, and it took me an embarrassingly long time to see through the emperor's new clothes.  (I was greatly helped by attending some gloriously irreverent lectures by David Stove in Sydney, later published as Popper and After, Pergammon, 1981.)

I spent a great deal of the 1980s figuring out how to be a real realist about science.  Many different positions attract the label 'anti-realism' and for each of them there is an opposed position worth calling 'realism'.  I an in favour of pretty much all these realisms, but they raise different issues and require different arguments.

I worked through all this in my Reality and Representation (1987).  Since then I have spent less time on the epistemology of science and more on its metaphysics.  In a way this has been a return to my original motivation for taking up philosophy.  I've become less interested in examining the credentials of scientific theories, and more interested in what their better-confirmed parts tell us about the world we live in.   

2. What, in your view, are the most interesting, important, or pressing problems in contemporary philosophy of science?

Well, for a start there are the problems I myself work on. Of course I don't think they are important because I work on them—but I do like to think I work on them because they are important.  At the same time, I'm not so megalomaniac as to suppose that I work on all the important problems.  (I'd like to, but sadly life is too short.)  So let me first talk about the problems I do work on, and then I'll say a little bit about some other issues. 

Mind and Matter  Most of my work over the past couple of decades has been concerned to assess the manifest image of everyday thought against the scientific image.  In particular, I have asked how much of our ordinary conception of the human mind can survive within the scientific picture.  (See especially my Philosophical Naturalism 1993.)  Consciousness and representation are the two tricky issues here.  If there isn't anything more to us than the physical nature uncovered by the natural sciences, then how are feelings and mental representation so much as possible?

If these questions aren't interesting and important, then I don't know what is.  And I would say that the general outlines of the right answers are pretty widely accepted, at least in the philosophical circles I move in.  Conscious states are nothing over and above physical states, though our intuitive ways of thinking about consciousness can conspire to conceal this from us.  And representation is a general biological phenomenon, with human thought merely the most sophisticated species of the genus of cognitive representation that is widespread in the biological realm.

Still, even if these general answers are agreed, I would say that there remains plenty of work to be done.  We may have a general idea of how to locate minds within the scientific image, but it shouldn't be taken for granted that all of the manifest image of the mind will be preserved when we do so.  Science may still show that many of our more specific ideas about consciousness and human intentionality are misplaced.  Indeed neuroscience already suggests that conscious states play a much less central role in cognition than we normally suppose, and that intentional states are much less sentence-like than is assumed by common-sense psychology.  The important issues facing the philosophy of psychology over the next few decades will be at this level:  as science finds out more and more about our cognitive mechanisms, how many of our detailed everyday assumptions about the mind will survive?

Special Sciences  Some of my recent work has addressed a more general aspect of the relation between manifest and scientific images.  It is fairly widely supposed that there can be 'special sciences' in the sense of disciplines that are not type-reducible to physics but nevertheless display lawlike patterns of their own.  I have always been doubtful about this.  Note that it is in-principle reducibility that is at issue here.  We can all agree that there are law-rich sciences that are not practically reducible to physics.  We need look no further than chemistry for a clear example.  But advocates of 'special sciences' want to make the stronger claim that there can be law-rich sciences which aren't even type-reducible in principle, because their kinds are 'multiply realizable' in a way that chemical kinds clearly aren't.  This seems quite implausible to me.  In my view kinds can only enter into a serious system of laws if they have a common physical basis. (Thus, for example, we might have a serious set of laws about primate vision, given the physical commonality between primate eyes, but not about animal vision in general.)

If this is right, then an urgent task is to figure out which kinds do have a common physical basis and which do not, the better to know what we can expect of them.  With kinds of the former sort, we can hope to find sets of systematic laws.  Kinds of the latter sort may still be usefully invoked in identifying causes and explaining particular facts, but they won't give rise to systematic law-rich sciences.  It seems to me an open question, for example, how much of our ordinary thinking about people and human societies fits into which category.  Sometimes we will be referring to psychological categories with a common physical basis, and thus the potential to underpin laws, while at other times we will be referring to mental and social kinds that are indeed variably realized at the physical level, and so unsuitable for serious laws. Those who are interested in the possibility of an economic science, say, will do well to consider how far they are working with categories of the former rather than the latter kind.  (Cf Papineau forthcoming a.)   

Causation  Philosophical worries about the manifest and scientific images can involve the scientific image as well as the manifest one.  What exactly does science tell us about the world we live in?  There is plenty of philosophical work to be done in making sense of scientific ideas.

A central issue here is the nature of causation.  This plays a crucial role in many sciences, yet seems to escape the grasp of fundamental physical theory.  Basic physics deals in temporally symmetric processes which are unsuited to account for the temporally directed relation of causation.

Much recent philosophical work has followed David Lewis in seeking an explanation of causation in terms of counterfactuals.  This strikes me as multiply misguided.  For a start, we need causation to explain counterfactuals, not the other way round, which renders Lewis's programme circular.  Moreover, even if we take counterfactuals as given, cases of preemption block any equation of causal with counterfactual relations.  And finally, it is questionable whether counterfactuals have the directionality needed to ground causal asymmetry.

When Lewis addressed this last problem, he appealed a 'de facto' actual-world asymmetry, the asymmetry of overdetermination.  However, if we are going to appeal to some further such actual-world symmetry, why not use it to analyze causation directly, without the detour through counterfactuals?  It is not clear that Lewis's own asymmetry will do the trick, but there are others on offer.  I myself have long been interested in the possibility of reducing causation to the kind of asymmetries displayed by correlational facts.  (See Papineau 2001b.)  For example, when two uncorrelated event types are both correlated with a third, we can be confident that the third is an effect of the first two, rather than vice versa.  This is just the kind of fact assumed by 'Bayesian net' methods for inferring casual structures from correlations.  Few experts on Bayesian nets are prepared to commit themselves to a reduction of causation to correlational structures, but in fact their techniques open the way to just such a reduction.  Dan Hausman's book Causal Asymmetries does a very nice job of showing exactly what assumptions we need to reduce causes to correlations.

Even if we accept the general outlines of such a reduction, much still remains unclear.  One issue is to understand the kind of correlational facts that might provide a reductive basis.  In the first instance, correlations are identified using observation and statistical inference.  But these correlations also need some kind of modal status if they are to be serious candidates for reducing causation.  It seems to me an open question exactly what kind of modal status is required here.  Related to this are questions about the relation between type and token causation.  Correlation-based causal facts are not only general, but have a kind of generality that abstracts away from the full details of basic physical processes, akin to the generality displayed by thermodynamic laws.  This makes me think that the relation between causal structure and token physical processes is rather different from what we intuitively suppose.        

Quantum Mechanics and Everett  Another central puzzle about the scientific image is the interpretation of quantum mechanics.  I first became interested in this when I was in Cambridge in the 1980s, and Michael Redhead, Jeremy Butterfield and Mary Hesse were at the centre of debates on the topic.  By the end of the decade I was a convinced Everettian.  The 'many-worlds' approach pioneered by Everett is certainly weird, but all the alternatives struck me as far worse.  Non-local causation, preferred reference frames, conspiratorial initial conditions, . . .  I didn't see how anybody with any feeling for the physical truth could take these options seriously.

At one level the Everettian line couldn't be simpler.  The world is governed by Schrödinger's equation alone, without 'wave collapses' or 'vector state reductions'.  Decoherence then explains how reality is constantly evolving into effectively independent macroscopic branches.  But of course the resulting picture is so radically different from orthodox thinking that huge areas of our world-view will need to be reworked if Everett is right.  Philosophers interested in Everettianism have made a start, focusing in particular on the role of probability in rational choice, but much remains to be done.  What exactly is the foundational status of objective probability, if it is a measure over the 'approximate worlds' created by decoherence?  What are we referring to when we talk of tables, chairs, or people, if such ordinary persisting objects are constantly branching?  Are regret and relief appropriate reactions to unlikely outcomes, if we know that on most branches of reality these outcomes did not occur?  And so on. 

Temporal Asymmetries  Moving away now from my own areas of interest, the other general field that seems to me most in need of attention from philosophers of science is the direction of time.  Perhaps 'the direction of time' is a misnomer here—what is really at issue are processes that display an asymmetry in time. I have already talked about causation as one such process.  But it is by no means the only one.  There is also the familiar thermodynamic asymmetry of entropy increase, and the not quite so familiar asymmetry of retarded rather than advanced radiation.  Moreover, quantum mechanical decoherence and the associated evolution (that is, renormalization) of probabilities are themselves temporally orientated processes.  And if we switch from the cosmic to the anthropocentric, we find the asymmetry of knowledge and the asymmetry of action—we know about the past in a way we don't know about the future, and we can influence the future in a way we can't influence the past.  All these phenomena are asymmetric in the sense that they conform to generalizations that make essential reference to a preferred orientation in time from 'earlier' to 'later'.

It seems likely that at some level these temporally orientated phenomena all have a common basis.  Certainly some have argued that the asymmetry of entropy and the asymmetry of radiation both stem from the initial low entropy state of the universe.  Still, none of these temporally asymmetric phenomena is as yet entirely understood even on its own, let alone in relation to the others.  It would be a great advance if we had a coherent account of the nature and interrelations of all these different temporal asymmetries.   

Clarity on these matters is likely to pay off in other areas as well.  Much recent work in the foundations of physics has focused on various kinds of apparently non-local and temporally reversed dependencies.  At first sight these may seem anomalous.  But I suspect that much of the appearance of anomaly arises only because different levels of analysis are being conflated.  Constraints involving locality and temporal order are appropriate to temporally directed phenomena, but not necessarily to processes at more fundamental physical levels.  Once we are clearer about the nature of temporally directed processes, we will know better when such constraints must be respected and when not.

3. How has your work offered original contribution to discussion on science?  What does your work reveal that others fail to appreciate?

Much of my past work has straddled the border between philosophy of science and more mainstream topics in metaphysics and philosophy of mind. To keeps things simple, let me restrict my answers to this question to work that falls squarely within the philosophy of science. 

Realism  As I said earlier, I have defended realism about scientific theories against various different 'anti-realisms'.  This has involved a number of different components.  In particular, I have defended a theory of representation that allows that even our best theories can in principle fail to be true--in opposition to such anti-realist semantic doctrines as verificationism, semantic instrumentalism, and Peircean pragmatism.  And I have defended an epistemology that implies that even so our theories are beliefworthy—here in opposition to the quite different species of epistemological anti-realism that set the standards for knowledge unreasonably high.

Many philosophers of science are impatient with these foundational niceties, but I think that clarity on these matters is essential to a proper understanding of the arguments for and against 'scientific realism'.  We cannot possibly deal accurately with the 'no miracles argument', the 'pessimistic meta-induction', the 'underdetermination of theory by evidence', and so on, unless we are clear about the nature of representation and knowledge.  I work through these issues in a lot of my writings, but I think that the best illustration of the importance of foundational issues is the Introduction to my edited Philosophy of Science (OUP 1996), where care about the basics allows me to unravel a range of confusions in the realism debate and show where the real issues lie.

Theoretical Terms  Over the last decade, I have been revisiting the very first topic I worked on—'the theory-dependence of scientific terms'.  Back in the 1970s, we had the following problem.  Given that meaning is use, and that theoretical commitments affect the use of scientific terms, and that there's no difference between the analytic and synthetic parts of theories—given all that, it followed that any change in a theory altered the meanings of all its terms.  We struggled with this argument and wondered where it left scientific objectivity.  But nothing was ever really decided.  Instead Putnam's and Kripke's causal theories of reference came along to tell us that the meanings of scientific terms are nothing to do with surrounding theories, and we moved onto other issues with a sigh of relief. 

However, this now strikes me as having been too quick.  Even if the Putnam-Kripke line works for some scientific terms, there are good reasons to think that other terms really are theory-dependent.  Apart from anything else, surely we want to allow that the fate of at least some scientific terms is bound up with that of the surrounding theory—‘phlogiston’, ‘ether’, . . .  Moreover, as these examples suggest, such theory-dependence remains important to issues of scientific realism.  Fortunately, we are now in a position to make progress.

Looking back, I am nowadays struck by how much of the old 1970s debate was contorted by an unthinking verificationism ('meaning is use').  If we drop the verificationism, then we can have theory-dependence without meaning variance or incommensurability.  Moreover, the troublesome analytic-synthetic arguments cease to carry any cosmic consequences about the indeterminacy of translation, reference, and everything else, and instead simply point to a benign species of vagueness in certain scientific terms.  Philosophers of science who still think that theory-dependence is somehow hugely problematic—and I fear they are not uncommon—may not realize how far they are still thinking in verificationist terms.  Anyway, I have worked through these issues in a number of papers, especially 'Theory-Dependent Terms' 1996, and I hope that these make it clear how clear-headed non-verificationists can stop worrying and learn to live with theory-dependence. 

Physicalism  I've written quite a lot about the rationale for metaphysical physicalism—that is, for the thesis that all facts reduce to (or at least supervene on) the physical facts.  Philosophers of science aren't always keen on this kind of reductive thesis.  They are apt to point out that most physical theories don't even reduce their historical predecessors, let alone anything else.  But of course this historical observation isn't to the metaphysical point, important as it may be for conditioning our epistemological attitude to current physical theories.  The metaphysically interesting issue isn't about relationships between transient theories, but between eternal levels of reality.  Looking at it from a God's-eye point of view, is there a basic level that fixes what happens at other levels?

Around the 1950s, philosophical fashion started moving strongly in the direction of a positive physicalist answer to this question, under the influence of figures like Feigl, Smart, Putnam and Davidson.  I found the position attractive, but the sudden burst of enthusiasm seemed to count as much against physicalism as for it.  If physicalism was such a good idea, why wasn't there a longer tradition of advocacy?  The lack of any historical precedents suggested that the excitement might owe more to mindless twentieth-century science-worship rather than serious argument.

This got me looking at the arguments actually on offer, and it quickly became apparent that the crucial assumption was the 'causal completeness of physics'.  All the philosophers mentioned above took it as given that any physical effect must have a full physical cause.  Physicalism quickly follows, via the thought that mental, or biological, or any other putatively non-physical facts then won't be able to influence the physical world unless they are themselves included among those physical causes.

But in a way this only pushed the problem back.  If the completeness of physics was such a good idea, then in turn why hadn't everybody always believed that?  And the answer to this turned out to be very interesting.  As I explained in 'The Rise of Physicalism' 2001a and again in the Appendix my Thinking about Consciousness 2002, the completeness of physics isn't some kind of conceptual principle, but a highly empirical hypothesis on which informed scientific opinion has changed its mind a number of times.  Most importantly, while the mechanical philosophy of the seventeenth century upheld the completeness of physics, orthodox Newtonian mechanics was unequivocally committed to denying it, via its enthusiasm for vital and mental force fields.  And this commitment happily survived the nineteenth-century discovery of the conservation of energy, given the then standard assumption that these non-physical force fields would themselves be conservative.  It was only well into the twentieth century that detailed physiological research persuaded scientific thought against vital and mental forces, thereby making the completeness of the physical realm available for philosophical arguments in favour of physicalism.

Everett and Probability  As I explained above, Everettianism seems by far the most attractive interpretation of quantum mechanics on offer.  It requires no sudden collapses, non-local action, or experimental conspiracies.  Physical systems simply conform to Schrödinger’s law.  But many philosophers and physicists feel that Everettianism undermines itself.  In particular, they are worried that Everettianism seems unable to account for probability and its relation to rational decision.  Of course, Everettians have quantities that behave numerically like probabilities, namely, the squared moduli of the amplitudes of the branches’ wave functions.  But the sceptics complain that these Everettian quantities lack features of probability—in particular relations to uncertainty and frequencies—that are essential to the way that probability guides action.
When I first heard this objection, from Euan Squires in the early 1990s, I scarcely took it seriously.  I felt like Yul Brynner in The Magnificent Seven when the undertaker tells him the dead Indian can't be buried because there’s no driver for the hearse—“Oh, hell! lf that´s all that´s holding things up, l´ll drive the rig.”  It struck me as easy to show that Everett has no special problems with probability.
I still feel this, but now realize that many others don’t see things the same way.  I attribute the difference to my having worried a lot about probability before I ever came across Everett.  I used to bang my head against the rationale for the Principal Principle (in effect—what’s so good about betting with the objective odds?) and I still have a draft of half an book on rationality in a drawer that I never finished because I became so tangled up on this issue.  I eventually came to the view that there just isn’t any way to justify the Principal Principle—surprisingly, it is a primitive feature of rationality that you ought to bet with the objective odds, even if this isn’t guaranteed to get you what you want.

So when I was told that Everettianism can’t explain why probability should guide rational action, I felt this was a case of the pot calling the kettle black.  Orthodox metaphysicians can’t explain this either.  Indeed, as I argue in a number of papers, Everettianism looks positively better off on this issue.  (Papineau, 2004, forthcoming b.) At least Everettians are guaranteed to have chosen the best action if they bet with the odds.  Once Everettians maximize objective expected utility over all future branches, they are no longer hostage to the possibility that they may nevertheless have made the wrong choice—as rational agents still are on the orthodox assumption of one actual future.  (It was this that most persuaded me of Everttianism in the first place—it’s always seemed horrible to me that orthodoxy should primitively require us to perform actions that may nevertheless turn out to have been the wrong choice.)
Some Everettians respond to the probability challenge by trying to construct an Everettian justification for the Principal Principal.  (Deutsch 1999, Wallace 2003.)  This strikes me as the wrong move, especially given that proposed justifications seem to assume most of what they promise to prove.  Everettians should simply say that orthodoxy can’t give any justification either, and what is more that this is far more embarrassing for orthodoxy that it is for Everettianism.

4. What is the relation between philosophy of science and scientific practice, science policy, or efforts for social justice?  Can there be a more productive relation?  Is this desirable?  

I’m not sure that philosophy of science does have much advice to offer scientific practitioners or policy makers.  It is true that such people will often need to know how far the evidence supports some specific theory (say, that carbon dioxide levels are causing global warming) or indicates that some experiment is worth performing (will the Large Hadron Collider detect the Higgs boson?)  Still, there is no reason to suppose that philosophers of science are particularly well-placed to answer such practical questions.  To a large extent the issues they address are of a far more general nature, and even when they do engage with specific scientific subjects their opinions need carry no more weight than those of other experts.  I don’t want to say that scientific researchers are the only people entitled to form a view when their subjects raise important practical issues.  Sometimes these researchers will be too close to the issues, and a healthy society will contain a wider range of people who are competent to assess the evidence.  Of course, this wider body may well include philosophers of science—but if so it won’t be because of their special philosophical skills, but simply because they are among those who know something of the relevant subject.          
5. Where do you see the field of philosophy of science to be headed?  What are the prospects for progress regarding the issues you take to be most important? 

As I have said, I am nowadays rather more interested in the metaphysics than the epistemology of science.  Perhaps this puts me in a minority among contemporary philosophers of science.  Certainly there has been an explosion of work over the past couple of decades on the nature of scientific practice, and in particular on the models and other kinds of intellectual constructions that scientists use to represent reality.  At one level I am all in favour of this.  It is certainly progress to realize how far actual scientific theorizing is from the traditional picture of deductively organized systems of law statements.

However, I do sometimes worry about the widespread tendency to read metaphysical conclusions straight off from these methodological advances.  Just because practising scientists treat causes as prior to correlations, or take the direction of time as primitive, there is no reason for metaphysicians to endorse these attitudes.  Unthinking scientific lore is no sure guide to metaphysical truth.  There are many reasons why scientists might find it easier to think of the world in ways that are unfaithful to its metaphysical structure.
I also worry in this connection about the increasing divorce between philosophers of science and mainstream metaphysicians.  This unfortunate division is long-standing in Great Britain, where the classically-trained Oxford philosophers have traditionally been happy to leave science to the Popperians.  But through most of the twentieth century the United States were different, with figures like Carnap, Hempel, Quine and Putnam as central to mainstream philosophy as anybody.  More recently, though, the American philosophy of science community has been growing and defining itself in opposition to mainstream philosophy.  This trend helps nobody and I can only hope it is soon reversed.  The philosophers of science need the theories of the mainstream metaphysicians to help them make sense of the world that science uncovers, and the mainstream metaphysicians in turn need the philosophers of science to tell them about the actual nature of things.
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